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## Main Question (Sy Friedman)

What is the Hanf number for the Scott sentences of computable structures?
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## Answer
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## Corollary

The Hanf number for Scott sentences of computable structures is $\beth_{\omega_{1}^{c k}}$.
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- $\omega_{1}^{C K}$ is the least non-computable ordinal.
- $L_{\omega_{1}}$ ck denotes the constructible universe at height $\omega_{1}^{C K}$.
- Let $\tau$ be a computable vocabulary. A $\tau$-structure $\mathcal{A}$ is computable if its atomic diagram is computable.
- An $\mathcal{L}_{\omega_{1}, \omega}(\tau)$-sentence is computable if the infinite disjunctions and conjunctions are over c.e. sets.
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Corollary
The Hanf number for computable $\mathcal{L}_{\omega_{1}, \omega}$-sentences is $\leq \beth_{\omega_{1}} \kappa K$.
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## Lemma

Let $\tau$ be a computable vocabulary, and let $\mathcal{A}$ be a computable $\tau$-structure with Scott sentence $\phi$. There is a computable vocabulary $\tau^{*} \supseteq \tau$ with a computable infinitary $\tau^{*}$-sentence $\phi^{*}$ such that for any $\tau$-structure $\mathcal{B}$,

$$
\mathcal{B} \models \phi \text { iff } \mathcal{B} \text { has a } \tau^{*} \text {-expansion } \mathcal{B}^{*} \text { satisfying } \phi^{*} \text {. }
$$
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